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a b s t r a c t

Faces and voices are key features of human recognition but the way the brain links them

together is still unknown. In this study, we measured brain activity using functional

magnetic resonance imaging (fMRI) while participants were recognizing previously learned

static faces, voices and voiceestatic face associations. Using a subtraction method between

bimodal and unimodal conditions, we observed that voiceeface associations activated both

unimodal visual and auditory areas, and specific multimodal regions located in the left

angular gyrus and the right hippocampus. Moreover, a functional connectivity analysis

confirmed the connectivity of the right hippocampus with the unimodal areas. These

findings demonstrate that binding faces and voices rely on a cerebral network sustaining

different aspects of integration such as sensory inputs processing, attention and memory.

ª 2010 Elsevier Srl. All rights reserved.
1. Introduction of face recognition, called prosopagnosia, associated with
Human social interactions are shaped by our ability to identify

individuals, a process to which face and voice recognition

contributes both separately and jointly. Much research has

been devoted to unimodal face recognition. Neuroimaging

studies have shown that human faces are mainly processed

by temporo-occipital regions of the brain with a right hemi-

spheric dominance, and in particular in the fusiform gyrus

(the so-called Fusiform Face Area e FFA, Sergent et al., 1992;

Kanwisher et al., 1997; Rhodes et al., 2004). Studies with

brain-damaged patients have revealed a selective impairment
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lesions of the right fusiform gyrus (De Renzi et al., 1994;

Takahashi et al., 1995). Fewer studies have focused on voice

recognition. Voice recognition takes place bilaterally in the

superior temporal cortex, with a particular recruitment of the

anterior part of the right superior temporal sulcus (STS, Belin

et al., 2000, 2002; Von Kriegstein et al., 2003). Phonagnosia, the

selective impairment of voice recognition, is predominantly

associated with lesions of the right hemisphere (Neuner and

Schweinberger, 2000), and Van Lancker et al. (1989) showed

that an impairment in voice recognition was significantly

correlated with right parietal lobe damages.
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Although neuroanatomically segregated, faces and voices

interact, not only at a perceptual level (Calvert et al., 1999; Olson

et al., 2002; Sekiyama et al., 2003), but also during person recog-

nition (Burton et al., 1990; Ellis et al., 1997). Such integration skills

emergevery early in life (Bahrick et al., 2005), but only fewstudies

investigated cross-modal interactions between faces and voices

in person identification. Schweinberger et al. (2007) showed that

voice recognition was easier when simultaneously presented

with an associated face, whereas it was hampered when pre-

sented with a face that did not share the same identity. This

demonstrates that listeners cannot ignore a face as soon as it is

presented in time synchrony with a voice. This effect was not

observed with unfamiliar voices, which suggests that audio-

evisual integration in person recognition depends on multi-

modal representation of people, established through experience

(fora review,seeCampanellaandBelin, 2007).However, thebrain

processes by which voices and faces, which are processed by

distinct cerebral regions, are integrated into a unique and

coherent representation of a person are still largely unknown.

Herewe performed a functionalmagnetic resonance imaging

(fMRI) study to investigate the cerebral correlates of voiceeface

interactions in a recognition task.We expected that voices alone

would elicit a bilateral activation of the temporal cortex and in

particular the anterior part of the right STS, and that faces alone

would elicit an activation of the right FFA, i.e., the classical areas

dedicated to the processing of voices and faces respectively. On

the basis of neuroimaging studies showing an involvement of

unimodal and multimodal areas in cross-modal binding (Wada

et al., 2003; Bushara et al., 2003), we also predicted that bimodal

stimulations would activate both unimodal visual and auditory

areas (as previously observed for auditory speech perception,

Calvert et al., 1999), and multimodal areas such as the anterior

part of the temporal lobes, the hippocampus (Brown and

Aggleton, 2001; Kirwan and Stark, 2004) and the parietal cortex

(Saito et al., 2005; Bernstein et al., 2008). The anterior part of the

temporal regions are known to be involved in the cross-modal

processing of personal identity (Gorno-Tempini et al., 1998;

Gainotti et al., 2003; Tsukiura et al., 2005; Calder and Young,

2005), and the hippocampus is known to be involved in the

conjunction of features (Brown and Aggleton, 2001), in particular

in the associative processes devoted to the recognition of faces

(Kirwan and Stark, 2004). We also expected an activation of the

left parietal cortex as (1) we have already observed its specific

activation in a Positron Emission Tomography (PET) study

investigating the associative processes between faces and

written names (Campanella et al., 2001), and (2) the left parietal

cortex isknowntobeapartof theheteromodalassociativecortex

(Niznikiewicz et al., 2000; Booth et al., 2002, 2003) involved in the

binding of visual and auditory speech (Saito et al., 2005).
Fig. 1 e a) fMRI design: each run consisted in3 alternancesof

a 16-sec fixation period (white cross on black background)

and a 32-sec activation period. Each activation period

correspondedtoadifferent condition,presented inapseudo-

random order. b) Examples of behavioral task: participants

were presented with 12 trials in each condition. Each trial

comprised a fixation cross for 300 msec, a stimulus e faces

(F), voices (V), or face/voice associations (VF) e for 700 msec

and a black intertrial interval for 1500msec.
2. Methods

2.1. Participants

Fourteen healthy volunteers [7 females, mean age: 23.5,

standard deviation (SD): 3.99] participated in the fMRI study.

All were right handed, native French speakers, had normal

vision and audition, and gave their written informed consent.
Please cite this article in press as: Joassin Fré, et al., Cross-mod
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The experimental protocol was approved by the Biomedical

Ethical Committee of the Catholic University of Louvain.

2.2. Stimuli

The stimuli consisted of four associations. Each association

formed a schematic person (or identity) and was composed of

a female face (black and white photos, front view, neutral

expression, picked from the Stirling Face Database: http://

pics.psych.stir.ac.uk), a Belgian family name, and a female

voice recorded in our laboratory and saying the French word

«bonjour» (mean duration: 685.75 msec, SD: 142.34). Two

learning sessions, each lasting about half an hour, familiar-

ized participants with these four associations. The training

sessions were carried out by a computer presentation using

Superlab 6.1 software (Cedrus Corporation). Participants were

shown each association (name, face and voice) and asked to

learn them so that they would be able to retrieve the correct

name when confronted to a face or a voice. This learning

phasewas performedwith no time pressure and asmany time

as asked by each participant. Then, to ensure that the asso-

ciations were correctly encoded, several recognition tests

(faceename matching, voiceeface matching, voiceename

matching) and identification tests (recall of the name of each

face and voice) were performed. Each error was immediately

corrected and a new encoding was performed. Each learning

session ended only when accuracy reached 100%.

2.3. Procedure

During the fMRI session, 3 different conditions were pre-

sented: faces (F), voices (V), and voiceeface associations (VF,

Fig. 1). Only two of the four identities were included in each
al interactions between human faces and voices involved in
3
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Table 1 e Associations used in each run.

Runs Identity 1 Identity 2 Written instructions

1 Detiez Goffin Detiez (1) or Goffin (2)?

2 Detiez Gillet Detiez (1) or Gillet (2)?

3 Detiez Masson Detiez (1) or Masson (2)?

4 Goffin Gillet Goffin (1) or Gillet (2)?

5 Goffin Masson Goffin (1) or Masson (2)?

6 Gillet Masson Gillet (1) or Masson (2)?

Identities 1 and 2¼ the 2 schematic persons (name, face and voice)

used in each run. Thewritten instructions are the names appearing

on the screen at the beginning of each run and informing the

participants of the 2 identities used in each run (response buttons

between parentheses).
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run (for instance the identities “Detiez” and “Goffin” in the

first run, “Detiez” and “Gillet” in the second run and so on, see

Table 1) and these were varied across runs. Participants were

informed of the two identities used in each run by a written

instruction (“Detiez or Goffin?”) appearing on the screen

before the beginning of each run. The task consisted of cate-

gorizing each trial (face, voice or association) according to its

identity (i.e., its name) by pressing one of two keys on a stim-

pad with two fingers of the right hand (left button for the first

identity, right button for the second identity).1

Each volunteer participated in 6 runs each consisting of six

experimental blocks of 32 sec (2 blocks per condition), inter-

leaved with 16-sec fixation periods (white cross on black

background, Fig. 1). The order of the various conditions within

the run was pseudo-randomly balanced across runs and

subjects. Each experimental block comprised 12 trials. Each

trial was composed of a fixation cross (300 msec), followed by

the stimulus for 700 msec and an empty interval of 1500 msec.

The importance of both speed and accuracy was emphasized.
2.4. Apparatus and experimental set-up

Stimulus presentation and response recording were

controlled with ePrime (Schneider et al., 2002). Back-projected

images were viewed through a tilted mirror (Silent Vision�
System, Avotec, Inc., <http://www.avotec.org>) mounted on

the head coil. Auditory stimuli were delivered through head-

phones and the sound volume was adjusted for each partici-

pant so as to be clearly audible above the scanner noise.
2.5. Imaging procedure

Functional images were acquired with a 1.5 Tesla magnetic

resonance imager and a standard head coil (Gyroscan, Philips
1 Three other conditions were also included in each run, sepa-
rately and independently from the 3 other ones. They consisted
in a voice condition identical to the auditory condition described
in the procedure, and a visual and auditoryevisual conditions in
which the faces were modified by morphing to become more
difficult to recognize. The aim of this modification was to
examine the faceevoice interactions when both stimuli were
equally difficult to recognize. However, as these conditions gave
rise to hardly explainable behavioral results, it was decided to
exclude them from the analyses.

Please cite this article in press as: Joassin Fré, et al., Cross-mod
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Medical Systems) as series of blood-oxygen-sensitive T2*-

weighted echo-planar image volumes (GRE-EPI). Acquisition

parameters were: TE¼ 50 msec, TR¼ 2000 msec, Flip

angle¼ 90�, Field of view¼ 210� 210 mm, slice thick-

ness¼ 6 mm with no interslice gap. Each image volume

comprised 20 axial slices acquired in an ascending interleaved

sequence. Each functional run comprised 160 volumes, the

first 8 volumes being discarded to allow for T1 equilibration

effects, which resulted in 16 volumes per condition per run.

High-resolution T1-weighted 3D fast field echo anatomical

images with 110 1.5-mm contiguous axial slices were also

acquired for each participant (TE¼ 3 msec, TR¼ 30 msec, Flip

angle¼ 30�, FOV¼ 220� 175 mm; in-plane voxel size

.859� .859� 1.5 mm3). Head movement was limited by

a restraining band across the forehead.

2.6. Data processing and analysis

Latencies and percentages of correct responses were analyzed

separately, each using an analysis of variance (ANOVA) with

the condition (V, F, VF) as within-subject factor, followed by

paired t-tests comparing each condition to the other two

when appropriate.

Neuroimaging data were processed (slice-time correction,

realignment, coregistration, normalization to the MNI

template , using an affine fourth degree ß-spline interpolation

transformation and a voxel size of 2� 2� 2 mm3, smoothing

with a Gaussian kernel of 8 mm FWHM) and analyzed using

SPM2 (Statistical Parametric Mapping, Welcome Department

of Cognitive Neurology, London, UK, <http://www.fil.ion.ac.

uk/spm>), implemented in a Matlab 6.5.0 environment (The

Mathworks, Inc.). Condition-related changes in regional brain

activitywere estimated for each participant by a general linear

model in which the responses evoked by each condition of

interest were modeled by a standard hemodynamic response

function. The contrasts of interest were computed at the

individual level to identify the cerebral regions significantly

activated by voices ([V e fix]), faces ([F e fix]) and bimodal

stimuli ([VF e fix]) relative to the fixation periods used as

a general baseline. The contrast [VF� (Vþ F)] was computed

to isolate the cerebral regions involved in the associative

processes between faces and voices.

Significant cerebral activations were then examined at the

group level in random-effect analyses using one-sample

t tests, with statistical threshold set to p< .05 corrected for

multiple comparisons using cluster size and extending to at

least 10 contiguous voxels. For the cerebral regions for which

we had an a-priori hypothesis, the statistical threshold was

set at p< .001 uncorrected.

We explored the connectivity of the regions activated in the

contrast [VF� (Vþ F)] by computing 4 psychophysiological

interaction analyses (PPI, Friston et al., 1997; Friston, 2004).

Each PPI analysis employed 3 regressors: one regressor repre-

senting the deconvolved activation time course in a given

volume of interest (the physiological variable), one regressor

representing the psychological variable of interest, and a third

regressor representing their cross-product (the psychophysi-

ological interaction term). Each of the four analyses focused on

one particular region observed in the group analysis, i.e., the

left angulargyrus, the righthippocampus, the rightFFAandthe
al interactions between human faces and voices involved in
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right STS. For each participant, we performed a small volume

correction (sphere of 5 mm centered on themaximumpeak of

activity of the region in the group analysis) before extracting

the deconvolved time course of activity in a ROI (5-mm radius

sphere centered at the voxels displaying maximum peak

activity in the group analysis). The time course of activity was

corrected for the effect of interest. We then calculated the

product of this activation time coursewith a condition-specific

regressor probing the integration of faces and voices [VF�
(Vþ F)] to create thepsychophysiological interaction terms. PPI

analyseswerecarriedout foreachROI ineachsubject, and then

entered into a random-effects group analysis (uncorrected

threshold at p< .001, as in Ethofer et al., 2006).
3. Results

3.1. Behavioral data

We observed significant latencies differences between V, F

and VF [F(2,26)¼ 31.27, p< .001]. Subsequent paired t-tests

revealed that (1) voices were identifiedmore slowly than faces

[t(13)¼ 6.47, p< .001] or voiceeface associations [t(13)¼ 5.55,

p< .001], although these two latter conditions did not signifi-

cantly differ [t(13)¼ 1.36, ns, Table 2 and Fig. 2].

The percentages of correct responses showed the same

patterns of results. Significant differences betweenV, F and VF

[F(2,26)¼ 22.93, p< .001] were due to the fact that voices were

less correctly identified than faces [t(13)¼�5.14, p< .001] and

associations [t(13)¼�6.55, p< .001], these two conditions not

differing [t(13)¼ 1.66, ns, Table 2].
3.2. Brain imaging results

3.2.1. Processing of faces, voices and associations
Compared to fixation, voices elicited an activation of the right

middle and left superior temporal gyri (Table 3a); faces acti-

vated the left calcarine sulcus, the left and right fusiform gyri

and the left supramarginal gyrus (Table 3b); and associations

between voices and faces activated mainly the auditory

temporal regions bilaterally, the right fusiform gyrus and the

left supramarginal gyrus (Table 3c).

3.2.2. Cerebral correlates of face and voice integration
To isolate the cerebral regions specifically involved in the

associative processes linking faces and voices, the unimodal

auditory and visual conditions were subtracted from the

bimodal auditoryevisual ones. This revealed the activation of

visual and auditory regions, including respectively the left
Table 2 e Mean latencies (in msec) and percentages of
correct responses (SD in parentheses).

V F VF

Latencies 592 (86.27) 502 (57.78) 513 (53.42)

% 79 (8.80) 87.3 (5.97) 90.5 (7.37)

V¼ voices, F¼ faces, VF¼ associations between voices and faces.

Please cite this article in press as: Joassin Fré, et al., Cross-mod
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calcarine sulcus and the fusiform gyri bilaterally, and the

middle temporal gyri bilaterally (Table 4 and Fig. 3).

We also observed the specific activation of 2 bimodal

convergence regions which were not activated in the unim-

odal conditions: the right hippocampus (Fig. 4) and the left

angular gyrus (Fig. 5).

3.2.3. Functional connectivity analyses
Weassessed the hypothesis that the left angular gyrus and the

right hippocampus are involved in the integration of faces and

voices, by computing several PPI analyses (Friston et al., 1997;

Friston, 2004).

These analyses, performed on the contrast [VF� (Vþ F)]

revealed that the left angular gyrus had an enhanced

connectivity with the left middle frontal and post-central gyri

and supplementary motor area, and with the cerebellum and

vermis (Table 5a). The right hippocampus showed an

enhanced connectivity with the left inferior occipital gyrus,

the right fusiform gyrus, the left and right middle temporal

gyri, the right putamen and the left thalamus (Table 5b).

In order to investigate the connectivity of the unimodal

regions (right FFA and right STS) in the bimodal situation, 2

supplementary PPI analyses were performed with these 2

regions used as ROIs. They revealed that the right FFA had an

enhanced connectivity with the right and left superior

temporal gyri, the right Heschl gyrus and the right hippo-

campus (Table 5c). The right STS showed an enhanced

connectivity with the right middle and superior occipital gyri,

the left and right fusiform gyri and the right hippocampus and

parahippocampal gyrus (Table 5d).
4. Discussion

The aim of the present study was to investigate the cerebral

correlates of voiceeface interactions involved in person

recognition. By using a subtraction method between bimodal

and unimodal conditions, we isolated the cerebral regions

sustaining faceevoice integration. We observed the activation

of a cortical network including unimodal visual and auditory

regions along with multimodal regions such as the hippo-

campus and the left angular gyrus.

4.1. Behavioral data

The behavioral results confirmed our previous findings

(Joassin et al., 2004, 2008) that voices are harder to recognize

than faces. Such differences have already been observed

(Schweinberger et al., 1997; Ellis et al., 1997). Hanley and

Turner (2000) postulated that voices are associated with

lower overall levels of familiarity than faces. A simulation

with the Interactive Activation Model (IAC) model of Burton

et al. (1990) confirmed this interpretation in showing that

their results could be explained by weaker connections

between Voice Recognition Units (VRU) and Person Identity

Nodes (PIN) than between Face Recognition Units (FRU) and

PIN. On the whole, this body of data leads us to think that

human adults are more expert in face recognition than in

voice recognition. Nevertheless, functional data showed that

faces and voices were not processed independently but
al interactions between human faces and voices involved in
3



Fig. 2 e Mean latencies (left side) and percentages of correct responses (right side) for the categorization of voices (V),

face/voice associations (VF) and faces (F).
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interacted when presented together, which is in accordance

with the hypothesis that faces and voices could be bound

together automatically (Amedi et al., 2005).

It is important here to note that we used static faces in the

present experiment. However, Schweinberger and his collab-

orators have recently shown in two studies that dynamic

visual information plays an important role in person recog-

nition. In a first experiment, they showed that (1) the recog-

nition of familiar voices was easier when the voices were

combined with corresponding synchronously articulating
Table 3 e Brain regions showing significant activation
compared to baseline (fix) for voices (a), faces (b), and
associations between voices and faces (c).

Brain regions x y z L/R k t-statistic

a) V e fix

MTG 62 �26 0 R 11875 5.91

Superior temporal gyrus �52 �32 6 L 12684 5.67

Middle frontal gyrus 36 42 26 R 329 5.64

Middle frontal gyrus �34 36 20 L 123 3.81

Calcarine sulcus �14 �98 4 L 195 4.44

b) F e fix

Calcarine sulcus �16 �92 �4 L 560 5.30

Fusiform gyrus �32 �56 �18 L 127 4.25

Fusiform gyrus 38 �58 �12 R 2935 4.89

Inferior frontal oper. 46 10 22 R 703 5.06

Supplementary motor area 6 6 60 R 918 5.03

Pre-central gyrus 46 0 52 R 223 4.33

Pre-central gyrus �50 �2 46 L 97 4.60

Supramarginal gyrus �26 �8 48 L 255 4.29

Pallidum �22 �8 6 L 241 3.75

c) VF e fix

MTG 64 �26 2 R 21225 5.87

Superior temporal gyrus �48 44 �8 L 91 4.14

Fusiform gyrus 38 �48 �12 R 342 4.76

Frontal inferior orb. 50 38 �12 R 83 3.88

Frontal inferior tri. 52 20 18 L 83 3.75

Pre-central gyrus 48 4 54 R 443 4.81

Supplementary motor area 0 �2 60 R 1110 5.11

Supramarginal gyrus �42 �36 36 L 2377 4.88

Caudate �10 20 �4 L 355 4.49

x, y, z are stereotactic coordinates of peak-height voxels. L¼ left

hemisphere, R¼ right hemisphere. k¼ clusters size. Threshold set

at p< .05 corrected for multiple comparisons using cluster size.

Please cite this article in press as: Joassin Fré, et al., Cross-mod
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faces, compared to static faces, and (2) that combining a voice

with a non-corresponding face (i.e., of a different identity)

hampered voice recognition, but only when the face was

dynamic (Schweinberger et al., 2007). Moreover, in a more

recent study, Robertson and Schweinberger (2010) showed

that there is a precise temporal window for the audioevisual

faceevoice integration in the recognition of speaker identity.

Indeed, voice recognition was significantly easier when the

corresponding articulating facewas presented in approximate

synchrony with the voice, the largest benefit being observed

when the voice was presented with a delay of 100 msec after

the onset of the face.

We do not think that using static faces weakened our

results. Nevertheless the fact that dynamic visual information

acts on voice recognition makes obvious the use of moving

faces in our future researches.

4.2. Unimodal face and voice areas

The functional data showed that voiceeface associations rely

at least in part on the activation of unimodal visual and

auditory areas (Von Kriegstein et al., 2005), such as the FFA

(Sergent et al., 1992; Kanwisher et al., 1997; Rhodes et al., 2004)

and the left and right middle temporal regions, known to be

involved in voice identification processes (Giraud et al., 2004;

Belin et al., 2004; Beaucousin et al., 2007). Unimodal
Table 4 e Brain regions showing significant activation in
the subtraction between unimodal conditions (V and F)
and the bimodal one (VF).

Brain regions x y z L/R k t-statistic

VF� (Vþ F)

Calcarine sulcus �16 �96 �6 L 418 5.34

Fusiform gyrus 38 �50 �18 R 2348 4.82

Fusiform gyrus �34 �54 �18 L 134 3.97

Superior temporal gyrus 62 �26 2 R 901 4.93

Superior temporal gyrus �62 �34 2 L 890 4.62

Hippocampus 16 �32 �6 R 204 4.33

Angular gyrus �46 �64 40 L 69 3.44*

x, y, z are stereotactic coordinates of peak-height voxels. L¼ left

hemisphere, R¼ right hemisphere. k¼ clusters size. Threshold

set at p< .05 corrected for multiple comparisons using cluster size.

* p-values< .001 uncorrected.

al interactions between human faces and voices involved in
3



Fig. 3 e Brain regions activated in the contrast [VFL (VD F)]. a) Statistical parametric maps superimposed on MRI surface

renders (left, top and right views); b) activation changes for each condition in the right middle fusiform gyrus; c) activation

changes for each condition in the right MTG. p< .05 corrected for multiple comparisons at cluster size. V[ voices,

F[ faces, VF[ face/voice associations.
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activations during bimodal stimulations have been described

in non-human primates (Ghazanfar et al., 2005) and humans

(Calvert et al., 1999; Von Kriegstein et al., 2005), highlighting

the importance of sensory brain regions within the auditorye

visual integrative processes. Moreover, Von Kriegstein and

Giraud (2006) have shown that auditory and visual regions

can be jointly activated even when a voice from a previously

learned faceevoice association was presented in isolation.

Our PPI analyses confirm these results in showing that the

right FFA and STS were interconnected during the recognition
Fig. 4 e Brain sections of the contrast [VFL (VD F)] centered on

each condition in the right hippocampus (right side). p< .05 co

F[ faces, VF[ face/voice associations.

Please cite this article in press as: Joassin Fré, et al., Cross-mod
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of the faceevoice associations. These results confirm the

proposition of Von Kriegstein and Giraud (2006) that an

exposure to ecological redundant signals, such as faces and

voices, induce specific multisensory associations and an

optimized connectivity between the visual and auditory

sensory regions.

The activation of the posterior part of the middle temporal

gyrus (MTG) was observed during both auditory and bimodal

conditions. The temporal regions, and in particular the STS is

known to show multisensory integration for audioevisual
the right hippocampus (left side). Activation changes for

rrected for multiple comparisons at cluster size. V[ voices,

al interactions between human faces and voices involved in
3



Fig. 5 e Brain sections of the contrast [VFL (VD F)] centered on the left angular gyrus (left side). Activation changes for

each condition in the left angular gyrus (right side). p< .05 corrected for multiple comparisons at cluster size. V[ voices,

F[ faces, VF[ face/voice associations.
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stimulations (Calvert, 2001; Beauchamp, 2005; Stevenson

et al., 2007; Stevenson and James, 2009). However, the fact

that these regions were activated in both bimodal and unim-

odal auditory conditions can be explained in two ways. At

first, we have to remember that the STS is a large region

containing contiguous populations of neurons responding to

unimodal ormultimodal stimulations (Beauchamp et al., 2004;

Hein and Knight, 2008). It is possible to find within a single

voxel neurons responding specifically to auditory and to

faceevoice stimuli. The activation of the MTG in the bimodal

condition could thus reflect genuine multisensory interac-

tions between faces and voices that overlapped the cerebral

activity evoked by the auditory processing in a voxel-based

analysis. In the other way, we cannot exclude the hypoth-

esis that the activation of the MTG in the faceevoice condition

reflect the unimodal processing of the voices during the

bimodal trials. Unfortunately, the present data do not allow us

to favour one or the other explanation. Further experiments,

notably varying the signal-to-noise ratio (SNR, Stevenson and

James, 2009), will help to disentangle these two hypotheses.

We did not observe any significant activation of the ante-

rior parts of the temporal lobes, known to be involved in the

cross-modal processing of personal identity (Gorno-Tempini

et al., 1998; Gainotti et al., 2003; Tsukiura et al., 2005; Calder

and Young, 2005). It could be possible that this lack of acti-

vation is due to the associations used in the present experi-

ment per se. Actually, our associations were only composed of

a face, a voice and a name, without any biographical or

semantic specific information.

However, it has been showed that themore anterior part of

the temporal lobe, especially in the right hemisphere, sustains

the amodal retrieval of person specific semantic information

(Gainotti et al., 2003). It is thus possible that the absence of

activation in these regions in the present experiment is due to

the schematic aspect of our associations for which there were

no specific semantic information to access. This
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interpretation is reinforced by the study of Tsukiura et al.

(2005) who showed that the anterior temporal lobes were

activated by the retrieval of people’s names from faces and

conversely, but only when a specific semantic knowledge (the

occupation) was attached to the faceename associations

during encoding.

Von Kriegstein and Giraud (2006), in an fMRI experiment

exploring how implicit voiceename or voiceeface associa-

tions influenced voice recognition, observed an activation of

the right anterior temporal cortex during the learning of the

associations. Their experiment differed from the present one

in its goal, methods and analyses. Nevertheless, the fact that

Von Kriegstein and Giraud (2006) found an activation of the

anterior temporal lobe during the encoding of associations

containing no more semantics than ours open new prospects

for future behavioral and neuroimaging studies directly

comparing, with our paradigm, the learning versus retrieval of

faceevoice associations, the presence versus absence of

specific biographical information, and the implicit versus

explicit nature of the associations.

4.3. The left angular gyrus

The contrast between bimodal and unimodal conditions

revealed supplementary regions than those involved in the

processing of unimodal sensory inputs and whose activation

was specific to the bimodal condition. Indeed, we used

a super-additive criterion to detect these regions, requiring

multisensory responses larger than the sum of the unisensory

responses (Calvert et al., 2001; Beauchamp, 2005). This crite-

rion has often be considered as overly strict in that sense that

it can introduce type II errors (false negative), due to the fact

that, in a single voxel, the activity of super- and sub-additive

neurons is measured (Laurienti et al., 2005). Nevertheless, it

showed a super-additive BOLD activation of the left angular

gyrus. This region is known to form part of the associative
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Table 5 e Brain regions showing an enhanced
connectivity with the left angular gyrus, the right
hippocampus, the right FFA and the right STS in the
contrasts [VFL (VD F)].

Brain regions x y z L/R t-statistic

a) Left angular gyrus (�46, �64, 40)

Supplementary motor area �6 0 60 L 4.67

Middle frontal gyrus �36 �4 54 L 4.46

Post-central gyrus �44 �28 48 L 3.73

Vermis 0 �72 �18 L/R 3.83

Cerebellum 4 �42 �16 R 4.23

Putamen �30 �6 12 L 3.66

b) Right hippocampus (16, �32, �6)

Inferior occipital gyrus �38 �84 �12 L 3.23

�32 �86 �8 L 3.20

Fusiform gyrus 40 �56 �22 R 3.28*

MTG �40 �48 2 L 3.10

MTG 36 �46 14 R 3.07*

38 �48 20 R 3.07*

Putamen 22 18 0 R 3.49

Thalamus �4 �8 �4 L 3.42

c) Right fusiform gyrus (38, �50, �18)

Superior temporal gyrus 58 �14 6 R 4.50

60 6 �8 R 4.11

Superior temporal gyrus �42 �30 2 L 4.28

�64 �28 2 L 4.25

Heschl gyrus 32 �22 6 R 4.10

Hippocampus 30 �32 �4 R 4.30

d) Right superior temporal gyrus (62, �26, 2)

Superior occipital gyrus �22 �98 10 L 5.58

Middle occipital gyrus 22 �92 0 R 5.38

MTG 16 �102 2 R 4.10

Lingual gyrus �22 �90 �14 L 4.65

Calcarine sulcus �24 �90 0 L 4.28

Fusiform gyrus 32 �56 �12 R 4.07

Parahippocampal gyrus 30 �8 �28 R 4.21

Hippocampus 16 �34 �4 R 2.56**

x, y, z are stereotactic coordinates of peak-height voxels. L¼ left

hemisphere, R¼ right hemisphere. Threshold set at p< .001

uncorrected; * p< .005 uncorrected; ** p< .05 uncorrected.
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cortex and receives multiple inputs from modality specific

sensory regions and provides a unique representation of the

combined sensory features (Damasio, 1989; Clark et al., 2000;

Rämä and Courtney, 2005; Niznikiewicz et al., 2000; Booth

et al., 2002, 2003). More specifically, Bernstein et al. (2008)

have recently put in light with event-related potentials

(ERPs) a sustained activity of the left supramarginal/angular

gyrus (from 160 to 220 msec after stimuli onset) during the

perception of congruent audioevisual speech. The authors

interpreted this activity in the left parietal cortex as reflecting

the integration of visual and auditory speech stimulus

information.

The present results underline the importance of the left

parietal cortex, and in particular of the left angular gyrus, in

cross-modal binding of visual and auditory information. It is

worth noting that the activation of the left angular gyrus

observed in this study is very similar to the activation of the

left inferior parietal lobule we observed in a previous PET

study (Campanella et al., 2001) examining the cerebral acti-

vations elicited by the retrieval of faceename associations
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presented in the visual modality. The left parietal cortex thus

seems to be closely implicated in the associative processes

binding the various pieces of information related to individ-

uals, whatever this information is visual, verbal or auditory.

This left parietal activation may be related to some

processes of divided attention. Indeed, Saito et al. (2005) found

an activation of the left parietal regions during the perception

of audioevisual speech in a paradigm of divided attention. It

has also been implicated in tasks requiring cross-modal

spatial attention (Bushara et al., 2003). Moreover, our PPI

analysis on the left angular gyrus revealed that it had an

enhanced connectivity with the cerebellum and motor and

pre-motor cortical regions including the supplementary

motor area, the pre-central gyrus and themiddle and superior

frontal gyri. This parieto-premotor cortical network is

important for the control of attention (Driver and Spence,

2000) and has been reported in several studies using visual

(LaBar et al., 1999), auditory (Binder et al., 1997) and cross-

modal (O’Leary et al., 1997; Bushara et al., 1999; Shomstein

and Yantis, 2004) stimuli. It is thus possible that the parieto-

premotor network observed in the present study act to

direct attention simultaneously to targets from distinct

sensory modalities (Lewis et al., 2000).

4.4. The hippocampus

Wealso observed a super-additive BOLD activation of the right

hippocampus during the bimodal condition. This region being

deactivated in both unimodal conditions, its activation during

the recognition of the faceevoice activations cannot be

explained by general memory retrieval processes. Rather, it

seems involved in the associative recognition of the faces and

voices per se. Indeed, this particular region of the medial

temporal lobe is well known to be involved in declarative

memory (Milner et al., 1998), and in particular in the conjunc-

tion of features (Eichenbaum, 2000; BrownandAggleton, 2001).

For instance, Stark and Squire (2001) have shown that the

hippocampal region was activated in an associative recogni-

tionmemory task of words and objects. More recently, Kirwan

and Stark (2004) observed that the activity of the hippocampus

was greater for the retrieval of faceename pairs than for the

retrieval of non-associative information (faces or names

alone). These data suggest that the hippocampal region is

a cross-modal structure involved in the encoding and retrieval

of associated information inmemory.Moreover, it has recently

been found that visual and auditory cortical regions of

monkeys project to the hippocampus through the entorhinal

cortex, suggesting that unimodal cortical inputs converge in

thehippocampus, providing the integrationof complexstimuli

for internal representations in memory (Mohedano-Moriano

et al., 2008). The results of our PPI analysis are in line with

this interpretation as (1) we observed that the hippocampus

had an enhanced connectivity with both unimodal visual (the

fusiform gyrus) and auditory (the superior temporal gyrus)

regions, and (2) the right FFA and STS had also an enhanced

connectivitywith the righthippocampalandparahippocampal

regions.We thus propose that the hippocampus is a key region

where the representations of faces and voices are integrated

into a multimodal representation to be compared with the

faceevoice representations stored in memory.
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Taken together, the present results demonstrate that

cross-modal person recognition relies on the activation of

a cerebral network including unimodal face and voices areas

along with multimodal regions such as the left angular gyrus,

involved in cross-modal attentional processing, and the

hippocampus, sustaining the forming and retrieval of audi-

toryevisual representations of people in memory. They also

support a dynamic vision of cross-modal interactions in

which heteromodal areas are not simply the final stage of

a hierarchical unimodal-to-multimodal processing model

(Bushara et al., 2003), but rather, theymaywork in parallel and

influence each other.
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